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This project continues with the data from Project #1. Complete the following problems using this data. While you are welcome to use your football knowledge to help with interpretations, this is not needed to perform well on this project. Include your R program output with code inside of it for each part and any additional information needed to explain your answer. Your R code and output should be formatted in the same manner as in the Project #1 answer key. 

1) (22 total points) The purpose of this problem is to use the furthest neighbor method for hierarchical clustering with the data. Use only the numerical variables in the data set and exclude the OverallGrade variable (remove the first four columns of the original data set). Standardize the data for the analysis.  
a) [bookmark: _Ref212455020](4 points) Which two observations are joined into a cluster first? 
b) (6 points) What is the standardized Euclidean distance for the two observations in a)? Show how this distance calculation is completed using matrix algebra in R and through by-hand calculations by setting up the actual mathematical equations. 
c) (6 points) Construct a hierarchical tree diagram. How many clusters are appropriate for the data? Choose two possible values and explain your choices. 
d) (6 points) For the two choices in the previous part, construct parallel coordinate plots with cluster memberships appropriately identified. Interpret the clusters.

2) (18 total points) The purpose of this problem is to use K-means clustering with the data. Use only the numerical variables in the data set and exclude the OverallGrade variable (remove the first four columns of the original data set). Standardize the data for the analysis.  
a) (4 points) Based on using the W statistic, why are 3 or 4 clusters good choices? Investigate by examining W for 1 to 10 clusters and set a seed of 9919 before running kmeans() with 1 cluster. Use nstart = 10 with kmeans(). Explain your final decision for the appropriate number of clusters. 
b) (4 points) Run kmeans() with nstart = 10 and centers equal to 3 and 4. Set a seed of 6767 before each run. Show the corresponding default printed output from kmeans().     
c) (4 points) For 3 and 4 clusters, construct parallel coordinate plots with cluster memberships appropriately identified. Interpret the clusters.  
d) (3 points) Based on the parallel coordinate plots, which is the more appropriate number of clusters: 3 or 4? Explain.
e) (3 points) Suppose the goal was to actually have the clusters correspond to the seven different positions of players in the data set. While it would not make sense to do a cluster analysis then, it does provide a way to see how well a clustering method is at distinguishing between these positions. For K-means clustering with K = 7 (seed number of 6767), construct a contingency table with the actual positions of the players represented by the rows and the clusters represented by the columns. Discuss how well the clustering method does in distinguishing between the positions. 

3) (18 total points) The purpose of this problem is to use DA with the NFL combine data. For this analysis, use the numerical variables (exclude the OverallGrade variable) to differentiate among the positions. 
a) (8 points) Perform a linear discriminant analysis using proportional priors. Provide the 77 classification table. What types of classifications result in the largest correct and incorrect classification rates? Explain. 
b) (2 points) Try to perform a quadratic discriminant analysis using qda() and report the error message given by R. 
c) (2 points extra credit) By looking at the code inside of qda(), determine why the error message is given for the previous part. 
d) (8 points) The DA practice problems show a scatter plot where there are two plotting points for each observation. The smaller point denotes the original population for the observation, and the larger point denotes the classification. Construct a similar plot here, but now plot the first two PCs for it. Interpret the plot in the context of what the 77 classification table gives as the correct and incorrect classification rates. Use the cross-validation classifications found in part a) for the plot. Please use the following code to create unique plotting characters for the observations (fb is a data frame containing the data):

library(plyr)
pch7 <- 1:7
Position.pch <- as.numeric(revalue(x = fb$Position, replace = c(DB=1, LB=2, OL=3, 
  RB=4, S=5, TE=6, WO=7)))
      color.position <- palette()[1:length(levels(fb$Position))]
      Position.color <- revalue(x = fb$Position, replace = c(DB=color.position[1], 
        LB=color.position[2], OL=color.position[3], RB=color.position[4], 
        S=color.position[5], TE=color.position[6], WO=color.position[7]))

Similar code can be used with the classifications. 
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