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13.11 Model Building: Qualitative Variables

Quantitative variables – Variables measured on a numerical scale. 

Example: Height measured in inches

Qualitative variables – Variables that can not be measured on a numerical scale (i.e. measured on a categorical scale).

Example: Gender – Male or female

Code the data values for qualitative variables with dummy variables (0 or 1)

Example: Gender

X = 1 if female (F)


0 if male (M)

Suppose the model is 

E(Y) = (0 + (1X.

If X = 0 (Male) then E(Y) = (M = (0.

If X = 1 (Female) then E(Y) = (F =

(0 + (1.

where (M and (F are the mean of the dependent variable for male and female, respectively.

Then, (F - (M = (0 + (1 - (0 = (1
This means that the t-test for a hypothesis test of Ho:(1=0 is equivalent to a hypothesis test for Ho: (F - (M=0 (see Section 11.4 – Hypothesis test for differences between means of independent samples).

Example: (Exercise 13.13):

X = 1 if 386 CPU chip


0 if 286 CPU chip

The model, E(Price) = (0 + (1Speed + (2X, does not have the same simplification as the previous example since an additional (continuous) variable is present.  The hypothesis test (t-test), H0:(2=0, determines if chip is useful for estimating price.   

Example: Political party affiliation (Republican, Democrat, and Independent)

X1 =1 if Republican


0  otherwise

X2 =1 if Democrat


0 otherwise

Notice that each political party has an unique coding.  

Party
X1
X2

Republican
1
0

Democrat
0
1

Independent
0
0

Suppose the model is E(Y) = (0 + (1X1 + (2X2.  The hypothesis test for Ho:(1=(2=0 uses an overall F-test which is equivalent to the F-test for H0:(R=(D=(I in a completely randomized design ANOVA model (see secion14.4).
Note:

Republican: E(Y) = (0 + (1
Democrat: E(Y) = (0 + (2
Independent: E(Y) = (0
If there are p different categories for a qualitative variable, then p-1 dummy variables are needed.  

Note:

When other variables are present, use a nested F-test to test if a qualitative variable with more than 2 levels has an effect on a dependent variable.  See the example below. 

Example: Stability Testing (see stability_testing_13_11.xls)

The Food and Drug Administration (FDA) requires pharmaceutical companies to establish a shelf-life (expiration date) for all new drug substances and products.  Through using regression models, pharmaceutical companies perform stability testing to determine how stable a drug is over time and then determine a shelf-life. 

Suppose a pharmaceutical company wants to conduct stability testing on a new drug in tablet form.  Random samples from each of three lots (batches) of the drug are placed into storage at 25(C±2(C and 60%±5% relative humidity.  At the time intervals: 3, 6, 9, 12, 15, 18, 21, 24, 30, 36, 48, and 60 months, one randomly selected tablet from each lot is taken out of storage and measurements are made upon them.   One of the measurements for each tablet is the potency (strength) of the drug expressed as a percent of pharmaceutical company’s claim.  

For example, a value of 99% implies the potency of the tablet is 99% of what pharmaceutical company claims it to be. 

The pharmaceutical company wants to incorporate time and lot as variables in a regression model to estimate the drug’s potency.  

Below is partial listing of the data: 

Lot
Time
X1
X2
Potency

1
3
1
0
99.0%

(
(
(
(
(

1
60
1
0
95.1%

2
3
0
1
101.6%

(
(
(
(
(

2
60
0
1
90.0%

3
3
0
0
100.0%

(
(
(
(
(

3
60
0
0
95.5%

Since lot is a qualitative variable, the variable is represented in a regression model by dummy variables: 

X1 =1 if drug is from lot 1


0  otherwise

X2 =1 if drug is from lot 2


0 otherwise.

Notice the unique coding for each dummy variable:


X1
X2

Lot 1
1
0

Lot 2
0
1

Lot 3
0
0

Partial Excel regression output from E(Potency) = (0 + (1Time + (2X1 + (3X2
ANOVA







df
SS
MS
F
Sign. F

Regression
3
0.0181
0.0060
20.9271
0.00

Residual
32
0.0092
0.0003



Total
35
0.0273




Partial Excel regression output from E(Potency) = (0 + (1Time

ANOVA







df
SS
MS
F
Sign. F

Regression
1
0.0176
0.0176
61.5526
0.00

Residual
34
0.0097
0.0003



Total
35
0.0273




Does lot affect the potency?  Use (=0.05 in the hypothesis test.

Since there are two (’s (two dummy variables) for the test, use a nested F-test (section 13.12).  

1) Ho: (2=(3=0

Ha: At least one of the (’s does not

          equal 0

2) 
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3)  F(, k-g, n-(k+1) = F0.05, 3-1, 36-4 = 3.29 
4)  Since 0.83 < 3.29, don’t reject Ho.

5) There is not sufficient evidence to show that lot has an effect on potency

From the model that includes the lot qualitative variable, the estimated regression equation is 
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To plot the three lines on the graph below, set X1=1 and X2=0 for lot 1, X1=0 and X2=1 for lot 2, and X1=0 and X2=0 for lot 3 in the estimated regression equation.
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Notice the distance between the estimated regression lines is not large.  This is why the hypothesis test could not find sufficient evidence that lot affects the potency level.  

Note:

1) Time2 should be included in the model.  See section 13.13 for a continuation of this example.

2) The shelf life of the drug can be found by determining the smallest time in which 95% confidence interval bands for potency intersect horizontal lines drawn at 95% and 105% potency. 

3) Don’t do individual t-tests for X1 and X2.  Since X1 and X2 describe one qualitative variable, they should be considered simultaneously in hypothesis tests.
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Regression Output

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.7650668917

		R Square		0.5853273488

		Adjusted R Square		0.5438600837

		Standard Error		0.0154543723

		Observations		12

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		0.0033712904		0.0033712904		14.1154075907		0.0037402497

		Residual		10		0.0023883762		0.0002388376

		Total		11		0.0057596667

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%

		Intercept		0.9915534905		0.0077306882		128.2619951568		2.03662503759333E-17		0.9743284408		1.0087785402

		Time		-0.0010093684		0.00026866		-3.7570477227		0.0037402497		-0.0016079802		-0.0004107565

		RESIDUAL OUTPUT

		Observation		Predicted Potency		Residuals

		1		0.9885253853		0.0014746147

		2		0.9854972801		0.0345027199

		3		0.982469175		-0.002469175

		4		0.9794410698		0.0055589302

		5		0.9764129646		-0.0014129646

		6		0.9733848595		-0.0133848595

		7		0.9703567543		-0.0203567543

		8		0.9673286491		-0.0063286491

		9		0.9612724388		-0.0092724388

		10		0.9552162285		-0.0052162285

		11		0.9431038078		-0.0031038078

		12		0.9309913871		0.0200086129
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Potency

Predicted Potency

Time

Potency

Time Line Fit  Plot

0.99

0.9885253853

1.02

0.9854972801

0.98

0.982469175
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0.9764129646

0.96

0.9733848595
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0.9703567543

0.961

0.9673286491

0.952

0.9612724388
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0.9552162285

0.94

0.9431038078

0.951

0.9309913871



Potency = Time X1 X2
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Potency = Time

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.8139

		R Square		0.6624

		Adjusted R Square		0.6307

		Standard Error		0.0170

		Observations		36

		ANOVA

				df		SS		MS		F		Significance F

		Regression		3		0.0181		0.0060		20.9271		0.0000

		Residual		32		0.0092		0.0003

		Total		35		0.0273

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%

		Intercept		0.9972		0.0063		157.7498		0.0000		0.9844		1.0101

		Time		-0.0013		0.0002		-7.8138		0.0000		-0.0017		-0.0010

		X1		0.0018		0.0069		0.2655		0.7923		-0.0123		0.0159

		X2		-0.0068		0.0069		-0.9814		0.3338		-0.0209		0.0073

		RESIDUAL OUTPUT

		Observation		Predicted Potency		Residuals		Standard Residuals

		1		0.9951		-0.0051		-0.3144

		2		0.9911		0.0289		1.7818

		3		0.9871		-0.0071		-0.4390

		4		0.9831		0.0019		0.1155

		5		0.9791		-0.0041		-0.2552

		6		0.9751		-0.0151		-0.9342

		7		0.9712		-0.0212		-1.3048

		8		0.9672		-0.0062		-0.3804

		9		0.9592		-0.0072		-0.4433

		10		0.9512		-0.0012		-0.0746

		11		0.9352		0.0048		0.2930

		12		0.9193		0.0317		1.9556

		13		0.9865		0.0292		1.8029

		14		0.9825		0.0145		0.8958

		15		0.9785		-0.0025		-0.1533

		16		0.9745		0.0055		0.3395

		17		0.9705		-0.0039		-0.2402

		18		0.9665		0.0005		0.0299

		19		0.9625		-0.0125		-0.7725

		20		0.9585		0.0006		0.0348

		21		0.9506		0.0014		0.0890

		22		0.9426		-0.0056		-0.3439

		23		0.9266		-0.0166		-1.0248

		24		0.9107		-0.0107		-0.6572

		25		0.9933		0.0072		0.4412

		26		0.9893		0.0211		1.3001

		27		0.9853		-0.0191		-1.1788

		28		0.9813		0.0073		0.4526

		29		0.9773		0.0065		0.4015

		30		0.9733		0.0148		0.9155

		31		0.9693		-0.0198		-1.2221

		32		0.9653		-0.0165		-1.0157

		33		0.9574		-0.0097		-0.5955

		34		0.9494		-0.0368		-2.2722

		35		0.9334		0.0071		0.4381

		36		0.9175		0.0379		2.3352
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Residuals
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		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.8026

		R Square		0.6442

		Adjusted R Square		0.6337

		Standard Error		0.0169

		Observations		36

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		0.0176		0.0176		61.5526		0.0000

		Residual		34		0.0097		0.0003

		Total		35		0.0273

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%

		Intercept		0.9956		0.0049		204.1053		0.0000		0.9857		1.0055

		Time		-0.0013		0.0002		-7.8455		0.0000		-0.0017		-0.0010

		RESIDUAL OUTPUT

		Observation		Predicted Potency		Residuals		Standard Residuals

		1		0.9916		-0.0016		-0.0966

		2		0.9876		0.0324		1.9453

		3		0.9836		-0.0036		-0.2179

		4		0.9796		0.0054		0.3221

		5		0.9756		-0.0006		-0.0389

		6		0.9717		-0.0117		-0.7003

		7		0.9677		-0.0177		-1.0614

		8		0.9637		-0.0027		-0.1609

		9		0.9557		-0.0037		-0.2222

		10		0.9477		0.0023		0.1370

		11		0.9318		0.0082		0.4950

		12		0.9158		0.0352		2.1145

		13		0.9916		0.0241		1.4473

		14		0.9876		0.0094		0.5636

		15		0.9836		-0.0076		-0.4582

		16		0.9796		0.0004		0.0218

		17		0.9756		-0.0090		-0.5429

		18		0.9717		-0.0047		-0.2798

		19		0.9677		-0.0177		-1.0614

		20		0.9637		-0.0046		-0.2750

		21		0.9557		-0.0037		-0.2222

		22		0.9477		-0.0107		-0.6439

		23		0.9318		-0.0218		-1.3071

		24		0.9158		-0.0158		-0.9491

		25		0.9916		0.0088		0.5290

		26		0.9876		0.0227		1.3657

		27		0.9836		-0.0175		-1.0490

		28		0.9796		0.0090		0.5401

		29		0.9756		0.0082		0.4903

		30		0.9717		0.0165		0.9910

		31		0.9677		-0.0182		-1.0912

		32		0.9637		-0.0148		-0.8902

		33		0.9557		-0.0080		-0.4808

		34		0.9477		-0.0352		-2.1140

		35		0.9318		0.0088		0.5260

		36		0.9158		0.0395		2.3739
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				Lot		Time						Potency		Predicted Potency

				1		3		1		0		99.0%		99.5%														99.00%		101.6%		100.29%		-0.0024363544		100.04%

				1		6		1		0		102.0%		99.1%														102.00%		99.7%		100.85%		0.0018515948		101.04%

				1		9		1		0		98.0%		98.7%														98.00%		97.6%		97.80%		-0.0118345497		96.62%

				1		12		1		0		98.5%		98.3%														98.50%		98.0%		98.25%		0.0061279934		98.86%

				1		15		1		0		97.5%		97.9%														97.50%		96.7%		97.08%		0.013005365		98.38%

				1		18		1		0		96.0%		97.5%														96.00%		96.7%		96.35%		0.0246555828		98.82%

				1		21		1		0		95.0%		97.1%														95.00%		95.0%		95.00%		-0.0004965386		94.95%

				1		24		1		0		96.1%		96.7%														96.10%		95.9%		96.01%		-0.0111899226		94.89%

				1		30		1		0		95.2%		95.9%														95.20%		95.2%		95.20%		-0.004305457		94.77%

				1		36		1		0		95.0%		95.1%														95.00%		93.7%		94.35%		-0.0309732059		91.25%

				1		48		1		0		94.0%		93.5%														94.00%		91.0%		92.50%		0.0155155703		94.05%

				1		60		1		0		95.1%		91.9%														95.10%		90.0%		92.55%		0.0298177838		95.53%

				2		3		0		1		101.6%		98.6%

				2		6		0		1		99.7%		98.2%

				2		9		0		1		97.6%		97.8%

				2		12		0		1		98.0%		97.4%

				2		15		0		1		96.7%		97.1%

				2		18		0		1		96.7%		96.7%

				2		21		0		1		95.0%		96.3%

				2		24		0		1		95.9%		95.9%

				2		30		0		1		95.2%		95.1%

				2		36		0		1		93.7%		94.3%

				2		48		0		1		91.0%		92.7%

				2		60		0		1		90.0%		91.1%

				3		3		0		0		100.0%		99.3%

				3		6		0		0		101.0%		98.9%

				3		9		0		0		96.6%		98.5%

				3		12		0		0		98.9%		98.1%

				3		15		0		0		98.4%		97.7%

				3		18		0		0		98.8%		97.3%

				3		21		0		0		95.0%		96.9%

				3		24		0		0		94.9%		96.5%

				3		30		0		0		94.8%		95.7%

				3		36		0		0		91.3%		94.9%

				3		48		0		0		94.1%		93.3%

				3		60		0		0		95.5%		91.7%

																0.00



Stability Testing with Lots Example

Purpose:  1) Calculate C.I.s and P.I.s for many values of X
                2) Plot the C.I. and P.I. bands on a scatter plot with an estimated regression line
                3) Modification of the spreadsheet can be done to complete stability testing assignments
       
Note:      
                1) A lot can be though of as a batch of the drug

The first lot is assign#1, the second is the example, and the third is the average + N(0,0.02=sigma)

From Potency = Time X1 X2 model
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