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More data summary

GPA data set (gpa_reg.sas)
1) PROC REG (SAS/STAT)
a) Help available at www.okstate.edu/sas/v8/sashtml/stat/chap55/index.htm
b) Regression review

Population regression model

Yi=(0+(1Xi1+…+(p-1Xi,p-1+(i where (i~ind. N(0, (2) for i=1,…,n

E(Yi) = (0+(1Xi1+…+(p-1Xi,p-1
Estimated (sample) regression model
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1) (0, (1, …,(p-1 are parameters with corresponding estimates of 
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2) Xi1,…,Xi,p-1 are the independent (explanatory) variables  

3) Yi is the dependent (response) variable

4) Often want to do hypothesis tests of the form Ho:(j=0 vs. Ha:(1(0

c) MODEL statement – specify the model and options; common options are printing the residuals, predicted values, confidence intervals for E(Y), and prediction intervals for Y
d) OUTPUT statement – specify a data set to put specific items such as the residuals, predicted values, confidence intervals for E(Y), and prediction intervals for Y

e) Example code and partial output: 

title2 'Regression output';

proc reg data=set1;

  model Y = X / r p cli clm;

  output out=out_set1 p=predicted r=residuals;

run;
title2 'out_set1';

proc print data=out_set1;
run;
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                             Regression output

                             The REG Procedure

                               Model: MODEL1

                          Dependent Variable: Y

                           Analysis of Variance

                                   Sum of          Mean

 Source                  DF       Squares        Square   F Value   Pr > F

 Model                    1       8.06153       8.06153     91.38   <.0001

 Error                   18       1.58797       0.08822

 Corrected Total         19       9.64950

           Root MSE              0.29702    R-Square     0.8354

           Dependent Mean        2.50500    Adj R-Sq     0.8263

           Coeff Var            11.85705

                          Parameter Estimates

                        Parameter       Standard

   Variable     DF       Estimate          Error    t Value    Pr > |t|

   Intercept     1        0.70758        0.19941       3.55      0.0023

   X             1        0.69966        0.07319       9.56      <.0001
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                             Regression output

                             The REG Procedure

                               Model: MODEL1

                          Dependent Variable: Y

                             Output Statistics

              Dep Var   Predicted      Std Error

        Obs         Y       Value   Mean Predict        95% CL Mean

          1    3.1000      2.8345         0.0748      2.6773      2.9917

          2    2.3000      2.3518         0.0683      2.2082      2.4953

          3    3.0000      2.5967         0.0671      2.4557      2.7376

          4    1.9000      2.1419         0.0765      1.9811      2.3026

          5    2.5000      2.6876         0.0691      2.5424      2.8328

          6    3.7000      3.7301         0.1443      3.4268      4.0334

          7    3.4000      3.0794         0.0896      2.8913      3.2676

          8    2.6000      2.3308         0.0689      2.1861      2.4755

          9    2.8000      2.5897         0.0670      2.4489      2.7304

         10    1.6000      1.2883         0.1436      0.9867      1.5899

         11    2.0000      2.3798         0.0677      2.2375      2.5220

         12    2.9000      3.2613         0.1033      3.0443      3.4784

         13    2.3000      2.0019         0.0847      1.8239      2.1800

         14    3.2000      3.3873         0.1137      3.1484      3.6262

         15    1.8000      1.5612         0.1190      1.3112      1.8112

         16    1.4000      1.7431         0.1037      1.5251      1.9610

         17    2.0000      2.3028         0.0697      2.1564      2.4492

         18    3.8000      3.5062         0.1240      3.2457      3.7668

         19    2.2000      2.3028         0.0697      2.1564      2.4492

         20    1.6000      2.0229         0.0834      1.8477      2.1981

                             Output Statistics

                                        Std Error  Student

      Obs    95% CL Predict    Residual  Residual Residual   -2-1 0 1 2

        1    2.1910    3.4781    0.2655     0.287    0.924 |      |*     |

        2    1.7115    2.9921   -0.0518     0.289   -0.179 |      |      |

        3    1.9569    3.2364    0.4033     0.289    1.394 |      |**    |

        4    1.4975    2.7863   -0.2419     0.287   -0.843 |     *|      |

        5    2.0469    3.3283   -0.1876     0.289   -0.649 |     *|      |

        6    3.0363    4.4239   -0.0301     0.260   -0.116 |      |      |

        7    2.4277    3.7312    0.3206     0.283    1.132 |      |**    |

        8    1.6902    2.9714    0.2692     0.289    0.932 |      |*     |

        9    1.9500    3.2294    0.2103     0.289    0.727 |      |*     |

       10    0.5952    1.9814    0.3117     0.260    1.199 |      |**    |

       11    1.7397    3.0198   -0.3798     0.289   -1.313 |    **|      |

       12    2.6007    3.9220   -0.3613     0.278   -1.298 |    **|      |

       13    1.3530    2.6509    0.2981     0.285    1.047 |      |**    |

       14    2.7191    4.0554   -0.1873     0.274   -0.682 |     *|      |

       15    0.8889    2.2334    0.2388     0.272    0.878 |      |*     |

       16    1.0821    2.4041   -0.3431     0.278   -1.233 |    **|      |

       17    1.6618    2.9438   -0.3028     0.289   -1.049 |    **|      |

       18    2.8300    4.1824    0.2938     0.270    1.089 |      |**    |

       19    1.6618    2.9438   -0.1028     0.289   -0.356 |      |      |

       20    1.3748    2.6711   -0.4229     0.285   -1.484 |    **|      |

               Sum of Residuals                           0

               Sum of Squared Residuals             1.58797

               Predicted Residual SS (PRESS)        1.96026
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                                 out_set1   

               Obs      X      Y     predicted    residuals

                 1    3.04    3.1     2.83454       0.26546

                 2    2.35    2.3     2.35177      -0.05177

                 3    2.70    3.0     2.59666       0.40334

                 4    2.05    1.9     2.14188      -0.24188

                 5    2.83    2.5     2.68761      -0.18761

                 6    4.32    3.7     3.73010      -0.03010

                 7    3.39    3.4     3.07942       0.32058

                 8    2.32    2.6     2.33079       0.26921

                 9    2.69    2.8     2.58966       0.21034

                10    0.83    1.6     1.28829       0.31171

                11    2.39    2.0     2.37976      -0.37976

                12    3.65    2.9     3.26133      -0.36133

                13    1.85    2.3     2.00195       0.29805

                14    3.83    3.2     3.38727      -0.18727

                15    1.22    1.8     1.56116       0.23884

                16    1.48    1.4     1.74307      -0.34307

                17    2.28    2.0     2.30280      -0.30280

                18    4.00    3.8     3.50621       0.29379

                19    2.28    2.2     2.30280      -0.10280

            20    1.88    1.6     2.02294      -0.42294
f) Many other options are helpful: 

i) ALPHA controls the significance level used for confidence and prediction intervals.  

ii) LCL and UCL produce the prediction interval limits in the OUTPUT statement.

iii) LCLM and UCLM produce the confidence interval limits in the OUTPUT statement.

g) To predict for an X value not in the data set, you must add the X value to the data set and create a “missing” value for the Y value.  

i) Missing values are denoted by a period in SAS data sets.  

ii) Below is the code used to add the new X and missing Y value to the data set (set1 has the original data set in it): 

data pred;

  input X Y; 

  datalines; 

   3.00 .

;

run;

*Add to the bottom of set1;
data set2;

  set set1 pred;

run;

iii) Since the Y is missing, SAS can not include the data value for model calculations.  It can still predict for it.  

iv) Below is the code to fit the model and part of the output: 

title2 'Regression output';

proc reg data=set2;

  model Y = X / p;

run;

                           Parameter Estimates

                        Parameter       Standard

   Variable     DF       Estimate          Error    t Value    Pr > |t|

   Intercept     1        0.70758        0.19941       3.55      0.0023

   X             1        0.69966        0.07319       9.56      <.0001

                             Output Statistics

                            Dep Var    Predicted

                   Obs            Y        Value     Residual

                     1       3.1000       2.8345       0.2655

                     2       2.3000       2.3518      -0.0518

(
                    20       1.6000       2.0229      -0.4229

                    21            .       2.8066            .

2) PROC GPLOT

a) This procedure can be used to plot the estimated regression line and confidence (or prediction) interval bands
b) SYMBOL statement syntax:
     I=R<type><0><CLM | CLI<50...99>>
i) R stands for regression

ii) Type can be L, Q, or C standing for linear, quadratic, or cubic, respectively

iii) 0 is used if (0 is set to 0 in the model

iv) CLM – confidence limits for the mean; CLI – confidence limits for the individual Y value

v) 50…99 gives the confidence level

c) Other SYMBOL statement options:

i) CI is the color of the estimated regression line 

ii) CO is the color of the interval bands

iii) L=__ is the line type for the estimated regression line; the interval bands get the next highest integer line type (I can not find the documentation on this)
d) Code and output: 

*Create scatter plot with estimated regression line 

  and 95% confidence interval bands;
title2 'College GPA vs. HS GPA';

proc gplot data=set1;

  plot Y*X / vaxis=axis1 haxis=axis2 frame grid;

  axis1 label = (a=90 'College GPA')

        length=10 

        order = (0 to 5 by 1)

        minor = (number=3);

  axis2 label=('HS GPA')

        length=10 

        order = (0 to 5 by 1)



    minor = (number=3);

  symbol1 v=dot h=.1 cv=blue ci=red i=rlclm95 

          co=green l=2; 

run;

*Create scatter plot with estimated regression 

  line and 95% PREDICTION interval bands;
title2 'College GPA vs. HS GPA';

proc gplot data=set1;

  plot Y*X / vaxis=axis1 haxis=axis2 frame grid;

  title2 "College GPA vs. HS GPA";

  axis1 label = (a=90 'College GPA')

        length=10
        order = (0 to 5 by 1)

        minor = (number=3);

  axis2 label=('HS GPA')

        length=10
        order = (0 to 5 by 1)



    minor = (number=3);

  symbol1 v=dot h=.1 cv=blue ci=red i=rlcli95 

          co=green l=2;

run;
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3) Final notes:

a) STAT 4043 is a whole class on regression analysis.  See my course website accessible through www.chrisbilder.com. 
b) Chapters 12 and 13 of my KSU STAT 351 lecture notes give a second semester business statistics introduction to regression.  The lecture notes can be downloaded from the schedule web page of the course website at www.chrisbilder.com/stat351.
Questions:

1. What is the estimated regression model? 

The estimated regression model is 
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2. Is there a significant linear relationship between college and HS GPA?

3. 
What is the confidence and prediction intervals for college GPA when HS GPA is 3?  
To find this, add another observation to the data set with X=3 and Y=.  Interpret the intervals.  
4. How can you use the confidence and prediction interval band plots to find the corresponding intervals for E(Y) and Y, respectively, when X=3? 

Cereal data set – cereal_more_summary.sas

1) PROC CORR (BASE SAS)
a) Finds the estimated correlation between variables.
i) -1(r(1

ii) Closer to 1, the stronger the positive relationship (as X (, Y()

iii) Closer to 0, the stronger the negative relationship (as X (, Y()

iv) Closer to 0, the weaker the relationship between X and Y

b) Scatter plot examples from a book by Ron Iman, 1995: 
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c) The formula for the estimated Pearson correlation is: 
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d) Options in the PROC CORR line
i) Different types of correlations can be found; we will only discuss the Pearson correlation; take STAT 5033 (Nonparametric methods) for an introduction to the others 
ii) COV – finds the covariance matrix

iii) OUTP=___ -  creates a data set containing the Pearson correlations

e) VAR statement – put variables of interest here
f) Example code and output:
title2 'Correlations among the nutrition 
        variables';

proc corr data=set1 outp=out_set1;

  var sugar fat sodium;

run;
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         Correlations among the nutrition variables

                            The CORR Procedure

                 3  Variables:    sugar    fat      sodium

                            Simple Statistics

      Variable           N          Mean       Std Dev           Sum

      sugar             40       0.28942       0.14956      11.57662

      fat               40       0.03218       0.02769       1.28731

      sodium            40       5.61470       2.46253     224.58815

                           Simple Statistics

                   Variable       Minimum       Maximum

                   sugar                0       0.55556

                   fat                  0       0.09259

                   sodium               0      10.71429

                Pearson Correlation Coefficients, N = 40

                        Prob > |r| under H0: Rho=0

                            sugar           fat        sodium

             sugar        1.00000       0.23972      -0.16357

                                         0.1363        0.3132

             fat          0.23972       1.00000      -0.06614

                           0.1363                      0.6851

             sodium      -0.16357      -0.06614       1.00000

                       0.3132        0.6851
g) Example interpretation of the output: 

i) The estimated correlation between sugar and fat is r=0.23972.  

ii) The p-value for a hypothesis test of

Ho: Population correlation = 0 (no correlation)

Ha: Population correlation ( 0 (positive or negative correlation)
is 0.1363.  Thus, do not reject Ho.  There is not enough evidence to conclude a significant correlation between sugar and fat. 

h) Question: What is the estimated correlation between high school and college GPA in the last example?  Is there evidence that the population correlation ( 0?

2) PROC TTEST

a) A single sample – Ho:( = ( or ( 0

i) Options in the PROC TTEST line

(1) ALPHA=___

(2) HO=___; 0 by default

ii) VAR statement – put variables of interest here
iii) Example code and partial output for testing Ho:(sugar=0 vs. Ha:(sugar(0: 

title2 'One sample t-test';

proc ttest data=set1 alpha=0.05 H0=0;

  var sugar;

run;

                             One sample t-test

                            The TTEST Procedure

                                Statistics

                  Lower CL          Upper CL  Lower CL           Upper CL

 Variable      N      Mean    Mean      Mean   Std Dev  Std Dev   Std Dev

 sugar        40    0.2416  0.2894    0.3372    0.1225   0.1496     0.192

                                Statistics

                  Variable  Std Err    Minimum    Maximum

                  sugar      0.0236          0     0.5556

                                  T-Tests

                  Variable      DF    t Value    Pr > |t|

          sugar         39      12.24      <.0001
iv) Since (sugar(0 always, the more appropriate test would be Ho:(sugar=0 vs. Ha:(sugar>0.  

(1) You can still use the test statistic given above for it.  

(2) Section 5 discusses how to use SAS to obtain a new p-value for it.  

b) Two independent samples – Ho:(1-(2 = ( or ( 0 
i) Options in the PROC TTEST line – similar to the single sample case

ii) CLASS statement – put variable which distinguishes the population 1 from population 2.  
iii) VAR statement – put variables of interest here
iv) Example code and partial output for testing Ho:(shelf=2-(shelf=4=0 vs. Ha:(shelf=2-(shelf=4(0: 

title2 'Two sample independent t-test';

proc ttest data=set1 alpha=0.05 H0=0;

  where shelf=2 or shelf=4;

  class shelf;

  var sugar;

run;

                      Two sample independent t-test

                            The TTEST Procedure

                                Statistics

                              Lower CL          Upper CL  Lower CL

Variable  Shelf            N      Mean    Mean      Mean   Std Dev  Std Dev

sugar                     10    0.3506   0.415    0.4794    0.0619     0.09

          2

sugar                     10    0.1767  0.2555    0.3342    0.0757   0.1101

          4

sugar     Diff (1-2)             0.065  0.1595     0.254     0.076   0.1006

                                Statistics

                            Upper CL

     Variable  Shelf         Std Dev    Std Err    Minimum    Maximum

     sugar                    0.1643     0.0285        0.3     0.5556

               2

     sugar                     0.201     0.0348        0.1        0.4

               4

     sugar     Diff (1-2)     0.1487      0.045

                                  T-Tests

   Variable    Method           Variances      DF    t Value    Pr > |t|

   sugar       Pooled           Equal          18       3.55      0.0023

   sugar       Satterthwaite    Unequal      17.3       3.55      0.0024

                           Equality of Variances

       Variable    Method      Num DF    Den DF    F Value    Pr > F

sugar       Folded F         9         9       1.50    0.5579
v) It is VERY important to see how the data set is structured here.  

(1) If the data set is not in this form, you will not be able to perform the test!
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vi) There are two different tests given for the hypotheses of interest.

(1) Pooled: Assumes equal variances – test statistic value of 3.55, p-value=0.0023; uses an estimated variance in the test statistic of the form 
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 where ni is the sample size and 
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 is the sample variance for the samples taken from population i.  

(2) Satterthwaite: Does not assume equal variances – test statistic value of 3.55 and p-value of 0.0024

(3) The Satterthwaite method is usually the better method to use unless you know the variances are equal (rarely).  

c) Two paired samples – Ho:(p = ( or ( 0 
i) (p is sometimes be denoted by (1-(2 in some books.  

ii) Need paired data 
– see the NEXT SAS program for an example

Questions:

1. Describe the range of the Pearson correlation values.  

2. Is there significant correlation among any of the nutritional variables? 

3. 
Is there a significant difference between the mean sugar content for shelf #2 and shelf #4?  There are two different tests performed – one assumes equal variances and the other assumes unequal variances.  Which should be used?  

Clinical trial data set – clinical_trial_paired_t.sas

A pharmaceutical company is conducting clinical trials on a new drug used to treat schizophrenia patients.  Ten healthy male volunteers were given 3mg of the drug.  Before the drug was administered (time=0) and 4 hours after (time=4), a psychometric test called the Continuous Performance Test (CPT) was administered.  The CPT involves the following:

· A subject sits in front a computer screen.

· Randomly generated numbers appear on the computer screen.

· Each image is slightly blurred.

· One number appears every second for 480 seconds.

· Subjects are required to press a button whenever the number 0 appears.

· We want to examine the number of hits (i.e. the number of correct responses).

Does the number of hits decrease after the drug is administered?  If it does, this could mean:

· drug causes drowsiness

· drug causes blurred vision

· some other effect

The only way we can determine if the drug has an effect (decrease in hits) is to test:

Ho: (1-(2 ( 0 (time 0 ( time 4)

Ha: (1-(2 > 0 (time 0 > time 4)

where 1=time 0  and 2=time 4.

The data set:

	Patient
	Time 0
	Time 4

	1
	47
	45

	2
	34
	32

	3
	60
	58

	4
	59
	57

	5
	63
	60

	6
	44
	38

	7
	49
	47

	8
	53
	51

	9
	46
	42

	10
	41
	38


1) PROC TTEST

a) Use PAIRED statement for the paired t-test; A*B performs the test as (A-(B.  
b) Below is the code and output: 

data set1;

  input subject time0 time4;

  datalines;

 1 47 45

 2 34 32

 3 60 58

 4 59 57

 5 63 60

 6 44 38

 7 49 47

 8 53 51

 9 46 42

10 41 38

;

run;

title2 'Two sample paired t-test';

proc ttest data=set1 alpha=0.05 H0=0;

  paired time0*time4;
run;

                         Two sample paired t-test

                            The TTEST Procedure

                                Statistics

                         Lower CL            Upper CL   Lower CL

 Difference          N       Mean     Mean       Mean    Std Dev   Std Dev

 time0 - time4      10     1.8582      2.8     3.7418     0.9056    1.3166

                                Statistics

                         Upper CL

         Difference       Std Dev    Std Err    Minimum    Maximum

         time0 - time4     2.4035     0.4163          2          6

                                 T-Tests

               Difference         DF    t Value    Pr > |t|

           time0 - time4       9       6.73      <.0001
c) Note that the two sided p-value is given – this is wrong for this problem
d) What conclusions can you make from the test? 

Go back to your first statistics class notes or homework problems and use SAS to help perform the hypothesis tests corresponding to this section! 

Cereal data set – cereal_more_summary.sas

Extra notes for those of you who have seen ANOVA before. 

1) PROC GLM 

a) Performs analysis of variance (ANOVA)

b) Chapter 14 of my KSU STAT 351 lecture notes gives a second semester business statistics introduction to ANOVA.  The notes discuss completely randomized designs (CRD), randomized complete block designs (RCB), and doing multiple comparisons.  The lecture notes can be downloaded from the schedule web page of the course website at statistics.okstate.edu/bilder/stat351.

c) Background – an ANOVA table for a completely randomized design (treatments are randomly applied to the experimental units): 

	Source 
	d.f.
	SS
	MS
	F

	Treatments
	k-1
	SST
	MST
	F

	Error
	n-k
	SSE
	MSE
	

	Total
	n-1
	SS(total)
	
	


where total d.f. 
= treatment d.f. + error d.f.

= k-1 + n-k

= n-1

n = total sample size = 
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 where nj is the sample size for the jth treatment group
“Source” means the source of variation

“Error” means the within treatment variation

“Treatments” means the between treatment variation

MST = SST/(k-1) = 
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· Measure of the average variation between the treatments

MSE = SSE/(n-k) = 
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· Measure of the average variation within the treatments

SS(total) = 
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· Measure of the total variation in the experiment

F = MST/MSE is the test statistic for a hypothesis test of Ho:(1=…=(k vs. Ha: At least one pair of means unequal.  The critical value is F(, k-1, n-k and Ho is rejected if F > F(, k-1, n-k.  
d) CLASS statement – treatments

e) MODEL statement – specify the model 

i) NOTE: A model is actually being fit to the data.  The model is Yij = (j + (ij where (j denotes the jth treatment effect and (ij~independent N(0,(2)  

f) MEANS statement – specify the treatment variable for which to calculate the means

i) This statement can be used to perform multiple comparisons; i.e., test Ho:(j - (j(=0 vs. Ha:(j - (j((0 for pairs of treatments j and j( such that j<j(.  
ii) The LSD option uses the “least significant differences” method of multiple comparisons; generally, these should only be performed if the F test rejects Ho:(1=…=(k.  The LSD procedure finds all confidence intervals for 

[image: image17.wmf]j

Y

 - 
[image: image18.wmf]j

Y

¢

 ( 
[image: image19.wmf]/2,df

jj

11

tMSE

nn

a

¢

*+


where j<j( and df = degrees of freedom from error 

iii) The BON option uses the “Bonferroni” method.  This is the same as the LSD procedure except 
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 in the above formula.  This helps to control the probability of making a type I error.  
iv) Use the lines option
Questions: 

1. Is there a significant difference between the mean sugar content among all the shelves?  If so, which means are different? 

2. Relate your answers to the questions above to the side-by-side box plots in graphing section.   
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�See t-test; p-value <.0001


�CI: 2.6521<=E(Y)<=2.9610; PI: 2.1637<=Y<=3.4494


r=�0.91402, p-value < 0.0001


�The nutritional information for each cereal is "paired" data (i.e., sugar and fat), but the hypothesis tested would not really be of interest! 


�No, smalles p-value is 0.1363
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