Equations
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Section 1.1

[
« Binomial distribution: PO(W = w) = —= (1= )™ for w = 0,1,...,n with E(W) = nrt and

w!l(n—w)!
Var(W) = nr(1-m)
e 7 =w/n
e Wald confidence interval for x is &+ Z sz, | S0 —")
12 2 )
e Wilson interval for = is ﬁZiZHLZZn\/fC(»]_ 7)+ Loz i~ WA Z1_2a/z/2
N+ Zi o2 4n N+ Zio2

e Agresti-Coull interval for nis T+ Z. —n(1—2n)

N+ 2o

n n
True confidence level is Y I(w)[ jnw(1 —7n)"™" where I(w) = 1 if the interval for a w contains = and
w=0 W

0 otherwise

n n
Expected length is Y L(w)( jnw(1—n)”w where L(w) is the length of an interval at a particular
w=0 w
value of w
Clopper-Pearson confidence interval for t is Beta(a/2; w, n-w+1) < n < Beta(1-0/2; w+1, n-w)

T— T

Score test statistic for testing n = no is Zs = where a standard normal distribution

mo(1— 7o)
n
approximation is used
Max. lik. when parameters satisfy H,
Max. lik. when parameters satisfy Hy, or H,

approximately a y? random variable for large samples under Ho with degrees of freedom equal to
the difference in dimension between the alternative and null hypothesis parameter spaces

General form of LR statistic: A =

and -2log(A) is

Section 1.2

ijZWj/nj

A=) | R(1—72)

Wald confidence interval for m1—m2 is m — 7, + Z1a,2\/

n4 Ny
Agresti-Caffo confidence interval is 7, — tz + Z_a/2 m-m)  B0-%) | here 7y = 1 and
ng+ 2 N, + 2 ny + 2
- Wo+1
T =
n, + 2
Score interval inverts

|t — 2

— — — — <Ziar2
JROA=R)  n+ 70(1-7D) I n,




o — T

\/ﬁ(1 —ﬁ)(rl + nl)

distribution approximation is used and T=w, /n,

e Score test statistic for testing n1 —n2 =0 is Zs = where a standard normal

2 _n7)
e Pearson chi-square test statistic for testing n1 —m2=01is X* = Z(W‘—nm where a ¥} distribution

= nm(1-7)
approximation is used
e LRT statistic for testing n1 —nt2=0is

—2log(A) = -2 {wﬂog(gj + (N — Wy )Iog( L _Zt j +w2Iog(A£j +(nz —W> )Iog( 1 _An ﬂ
T 1 — T T2 1 — T2
e RR="" and RR=$= Wiz
Tl T Wohy

e Wald confidence interval for RR is exp[log(fu /T“cz)iZ1_q,2\/Var(Iog(7“r1 / 7%2))j| where

Var(log(r: / 7)) = 4+ 1
Wi Ny Wo N2

_ odds; B TE1/(1—TC1) _TE1(1—TE2) and OR = odds; :ﬁ1(1—f[2)_W1(n2—W2)

e OR = = - P
Odd32 T / (1 — TCQ) 752(1 — TE1) odds- ﬂ2(1 - 7'[1) W2(n1 - W1)

e Wald confidence interval for OR is exp {log(OR)iZLa/g\/iﬁ- 1 +i+ 1 }
Wiy Ny—W; Wy N—Wy

R_ (wy+0.5)(n, —w, +0.5)
(w2 +0.5)(ns —w4 +0.5)

Chapter 2

e Logistic regression model is Iog(%) = Bo + PiXs + -+ BpXp

e Estimated covariance matrix form when there is only one explanatory variable:

62 |Og[L(B0,B1 | Y15 Yn )] 62 |Og[L(Bo,B1 | y1,---,Yn)]
i o 2BadP:
0% 10g[L(Bo,B1 | Y1, ¥n)] &% 10g[L(Bo,B1 | Y1, ¥n)]
B0 Opy _—
A Bo=Ro B1=P1
Br

e Wald test statistic for testing pr=0is Zy = where a standard normal approximation is

JVar(p,)
used

e LRT statistic for testing a set of B’s are equal to 0 is

(0) n ~(0) _~(0)
_2log(A) = _2|°9(::(B(a) | Viyee s ¥ )] - _2{2 yilog(it'(a) J +(1-y,; )IOQL1 ’f'(a) H where a 2 distribution
(B |Y1,~--,yn) i=1 T 1—1'ci

approximation is used (q is number of B’s set to 0 in the null hypothesis)




e OR =exp(cp) for an one explanatory variable logistic regression model and a c-unit increase in

x1; Wald confidence interval for OR is exp(cB1 iCZw,m/Var(f’n))

L([}o,@ | yh--uyn)J

L(Bo,B1 | Y1s---,Yn)

¢ In general for two random variables W1 and W2 and constants a1 and a2, we have
Var(a;W; +a,W,) = a?Var(W,) +a3Var(W,) + 2a:a,Cov(W;, W,)

e Wald confidence interval for =t is

e Profile likelihood interval for 31 uses —2Iog(

exp(BO + B1x1 4ot Bpxp + Z1_a/2\/Var(Bo + B1x1 +o 4 ﬁpxp))

1+ exp(f’)o + B1x1 +---+[§pxp + Z1,a,2\/Var(B0 +[§1x1 +~--+[§pxp))

where Var(Bo +fxq + -+ X, ) = iVar(Bi)+ 2‘)2_1 i xix;Cov(B.,B;)

i=0 j=i+1
‘G"‘) _ G(k—1)‘

—————— < where G® denotes the
0.1+ \G< >\

e Convergence of the parameter estimates occurs when

residual deviance at iteration i
e Probit regression model is probit(r) = fo + B1x1 + -+ BpXp

e Complementary log-log regression model is log[-log(1 — wt)] = Bo + B1x1 + -+ BpXp

Chapter 3
1y
e Multinomial PMF for n1, ..., ny: ——[] ="
[T

e P(X=1iY =j)=mj
e Independence: mij = mi+m+j
e P(Y=j|X=1i)=m

o« X :ZI: L (M =i, /n)2

; ; under independence, X? has a y{ 1.1 distribution for a large sample
i=1j=1 NN, /n

i=1j=1 [

o —2Iog(A):2Z|)inij Iog[ Al j; under independence, -2log(A) has a {11 distribution for a

large sample
e P-value for Monte Carlo test involving X2: (Number of X** > X*)/B

e Multinomial regression model: log(nj/m1) = Bjo + Bjrx1 + ... + Bipxp forj=2, ..., J

exp(Bjo + Pjx
e For one explanatory variable: m; = 5 1 and m; = J p(BJO b )
1+ %exp(ﬁjo + BJ“X) 1+ Zz,exp(BjO + Bj1x)
= =

e Proportional odds model: logit[P(Y < j)] = Bjo + BiX1 + -+ + BpXp



exp (B + pix exp(Biro + BiX
For one explanatory variable: m; = P(Bo+Px) _exp(Bo +Bx) forj=2,..,J—-1,m=

1+exp(Bpo +Pix)  1+exp(Biio +Pix)
exp (Bio +Bix) /[ 1+exp(Bio + Bix) |, and ms = 1—exp(By-1o +Bix)/[ 1+ €xp(Byso + Brx) |
Nonproportional odds model: logit(P(Y < j)) = Bjo + ByX1 + - + BjpXp
Adjacent-categories model: log(m; / mj.1) = Bjo + BirXs + -+ + BipXp

Chapter 4

_ y
Poisson PMF: P(Y =y) = M where E(Y) = pnand Var(Y) = u
y!

n eX —_ Yk
L(sy1....¥n) =11 al L'l)“
k=1 Yk !
= n’122:1 Yk
Var(l)=f/n

~

L —Ho
A/ Ho /n
approximation is used

2 ~ 2
Score confidence interval for p: (ﬁ + %j + 71 24 /Lm/éln
n n

Wald interval for p using log(u) transformation: exp(log(ﬁ)izmmﬂ/(ﬁn))

Poisson regression model: log(u) = Bo + B1x1 + -+ BpXp
pu(x+c)/ u(x)=exp(cpi) for the model log(u) = Bo + P1x1
PC = 100[exp(cB1)—1]%

Poisson rate regression model: p=texp(Bo + f1Xx)

Score test statistic for testing u = po is Zs = where a standard normal distribution

Chapter 5

IC(k) = -2log(Likelihood function evaluated at parameter estimates) + kr
AIC =1C(2)

AIC, =IC(2n/(n—r —1))= AIC + 2r(r+11)
n—r-—
BIC =1C(log(n))
Am = BICm — BICo
. exp(—0.5Ax)
Ta R M
> exp(-0.5An)
m=1
Model averaged estimate: s = 3 0
1

3

Var(fus) = % 2 (6m — Oua )2 + Var(6m)]
m=1



Ym — ym
\Var(Yn)

e Standardized Pearson residual: r, =

e Pearson residual: e, =

Ym = Ym _ Ym = Ym
JVar(Yo —Yu)  yVar(Yn)(1-hy)
e Deviance residual: e} = sign(ym — Ym )\/a

e Standardized deviance residual: r =en //(1-hy)

S\2
e Pearson statistic: X? = > €2 = ' Ym = Ym )"
m=1 m=1Var(ym)
e D/(M-p)
b

(p+1)(1-hn )’

e Cook’s distance: CD,, =

o AX:=r?
e AD, =(eh) +h.rA
e Var(Y)=yp

1™
b - Z (Ym _Mm )er
’y m=1

o« 1. = Ym —Ym
JVar(Yo)(A—hn )y
e 7 =X%M-p)

. y+k=1) k Y k Y
e Negative binomial PMF: —— | |1=——| where E(Y) = pand Var(Y) = pu + pu?k
y u+k u+k

Chapter 6
b
e Hypergeometric distribution: P(M=m) = (a j[k j/@j
m )\ k —-m

(ﬁn !)(; n., !j

n!(ll[ﬁnij 'j

i=1 j=1

e Multiple hypergeometric distribution:

e P-value for permutation test involving X% (Number of X* > X*)/B
e Poisson regression model with random effect: log(puk ) = Po + BiXi + boi

n o t —LL Yik
® L(BO;BthO |y11,...,ym): I};I. 1:[ eXp( Mlk )ulk 1 eXp(—bSi/(ZGgo )ﬁbm

i k=1 yik! Obo 271

(Y- Yt | boi) x g(bor)

e Predicted value of boi: E(By; | it,---,Yit) or mode of f(boi | Yit,-..,Yit) = f f )
Yits-- Vit

; replace

parameters with estimates

B
e P-value for bootstrap test: %Z I(Ws > W)
b=1



