Project #1 Answers
STAT 475/875
Spring 2026


Complete the following problems below. Include your R program output with code inside of it for each part and any additional information needed to explain your answer. Your R code and output should be formatted in the same manner as in the course notes.
  
1) (24 total points) #10 in Chapter 1; below are a few notes for the problem:
· The table referenced is now Table 3 in the online document.
· For part g), it is not directly stated the interval is 95%. It is probably implied given the first full sentence after the intervals are stated.   
a) 2 points 

> w <- 26  
> n <- 31
> alpha <- 0.05
> pi.hat <- w/n
> pi.hat 
[1] 0.8387097


 = 0.8387

b) [bookmark: _Ref61293522]5 points  

> library(package = binom)
> binom.confint(x = w, n = n, conf.level = 1-alpha, methods = "all")
          method  x  n      mean     lower     upper
1  agresti-coull 26 31 0.8387097 0.6688874 0.9338428
2     asymptotic 26 31 0.8387097 0.7092373 0.9681821
3          bayes 26 31 0.8281250 0.6982339 0.9460186
4        cloglog 26 31 0.8387097 0.6550389 0.9294820
5          exact 26 31 0.8387097 0.6627284 0.9454757
6          logit 26 31 0.8387097 0.6663136 0.9312313
7         probit 26 31 0.8387097 0.6771799 0.9355571
8        profile 26 31 0.8387097 0.6848136 0.9388513
9            lrt 26 31 0.8387097 0.6848197 0.9389412
10     prop.test 26 31 0.8387097 0.6552729 0.9390533
11        wilson 26 31 0.8387097 0.6736565 0.9290738

	Name
	Interval

	Wilson
	(0.6737, 0.9291)

	Agresti-Coull
	(0.6689, 0.9338)

	Clopper-Pearson
	(0.6627, 0.9455)



The Wilson and Agresti-Coull intervals are very similar—same to two digits after the decimal. The Clopper-Pearson interval is wide enough to contain the lower and upper bounds of the other two intervals. 

c) 3 points 

We are 95% confident that the sensitivity of the BD Veritor system is between 0.67 and 0.93. 

Alternative interpretation: The 95% confidence interval is 0.67 <  < 0.93. We would expect the sensitivity to be within approximately 95% of similarly constructed confidence intervals.

d) 5 points 


One way to approach this problem is to try different values of n and allow w to be the rounded value of n. Examine the width of the interval for each n. Keep on trying different values of n until one obtains an interval width of about 0.05. 

> pi.same <- 0.84
> n <- 900
> w <- round(n*pi.same)
> w/n
[1] 0.84

> wilson <- binom.confint(x = w, n = n, conf.level = 1-alpha, methods = "wilson")
> names(wilson)
[1] "method" "x"      "n"      "mean"   "lower"  "upper" 
> wilson$upper - wilson$lower
[1] 0.0478877

> pi.same <- 0.84
> n <- 800
> w <- round(n*pi.same)
> w/n
[1] 0.84
> wilson <- binom.confint(x = w, n = n, conf.level = 1-alpha, methods = "wilson")
> wilson$upper - wilson$lower
[1] 0.05079059

> pi.same <- 0.84
> n <- 825
> w <- round(n*pi.same)
> w/n
[1] 0.84
> wilson <- binom.confint(x = w, n = n, conf.level = 1-alpha, methods = "wilson")
> wilson$upper - wilson$lower
[1] 0.05001565

> pi.same <- 0.84
> n <- 826
> w <- round(n*pi.same)
> w/n
[1] 0.8401937
> wilson <- binom.confint(x = w, n = n, conf.level = 1-alpha, methods = "wilson")
> wilson$upper - wilson$lower
[1] 0.04996109

A better way to approach this problem is to think of it as a root finding process. Thus, find the root of 

U – L – 0.05 = 0

where U and L are the Wilson interval upper and lower limits, respectively, which are functions of n. 

> my.func <- function(n, pi.same = 0.84, alpha = 0.05) {
    w <- round(n*pi.same)
    wilson <- binom.confint(x = w, n = n, conf.level = 1-alpha, methods = "wilson")
    width <- wilson$upper - wilson$lower
    width - 0.05
 }

> # While n must be an integer, the use of the function below will provide
> #   help to find this integer value
> save.res <- uniroot(f = my.func, interval = c(31,1000))
> save.res
$root
[1] 825.5952

$f.root
[1] 7.34421e-05

$iter
[1] 24

$init.it
[1] NA

$estim.prec
[1] 6.189339e-05


> n <- 825
> w <- round(n*pi.same)
> wilson <- binom.confint(x = w, n = n, conf.level = 1-alpha, methods = "wilson")
> width <- wilson$upper - wilson$lower
> width
[1] 0.05001565

> n <- 826
> w <- round(n*pi.same)
> wilson <- binom.confint(x = w, n = n, conf.level = 1-alpha, methods = "wilson")
> width <- wilson$upper - wilson$lower
> width
[1] 0.04996109

A problem with this approach is uniroot() gives a non-integer value. One could restrict a solution to integer values in the above if needed and use an integer programming approach. 

The answer is an n that is approximately equal to 826. This is much larger than what BD used!  

e) 3 points 

Based on the previous calculations, both the 95% Wilson and Agresti-Coull intervals match to two decimal places the interval given for the positive percent agreement. Other intervals provide the same results for two decimal places as well, but I decided to focus on those discussed in our class. 

f) 3 points 

We have no measure of accuracy for their interval! It is poor that readers need to assume it is 95%.

g) 3 points

An answer of “no” could be given because the sensitivity can be quite low as shown by the confidence interval.

2) (5 points) #11 in Chapter 1

a) The PPA is often used as a substitute for the sensitivity. Unfortunately, this does not take into account the sensitivity of the RT-PCR tests that determined the known positives. Therefore, the actual sensitivity will be lower for the antigen tests than what may be advertised.
b) The sample sizes used for the calculations are too low. This results in very wide confidence intervals.
 
3) (10 total points) #28a and b in Chapter 1
a) [bookmark: _Ref61335382]5 points 

> c.table <- array(data = c(73, 45, 27, 55), dim = c(2,2),
    dimnames = list(Flagstick = c("Out", "In"), Outcome = c("Success", "Failure")))
> c.table
         Outcome
Flagstick Success Failure
      Out      73      27
      In       45      55

> library(package = PropCIs)

> # Agresti-Caffo
> wald2ci(x1 = c.table[1,1], n1 = sum(c.table[1,]), x2 = c.table[2,1], n2 = 
    sum(c.table[2,]), conf.level = 0.95, adjust = "AC")

data:  

95 percent confidence interval:
 0.1447976 0.4042220
sample estimates:
[1] 0.2745098

The 95% confidence interval is 0.1448 < out – in < 0.4042. 

We are 95% confident that the difference in the probability of success for flagstick out vs. flagstick in is between 0.1448 and 0.4042. 

Alternative interpretation: The 95% confidence interval is 0.1448 < out – in < 0.4042. We would expect the difference between the probability of successes to be within approximately 95% of similarly constructed confidence intervals.

b) 5 points 

> diffscoreci(x1 = c.table[1,1], n1 = sum(c.table[1,]), x2 = c.table[2,1], n2 = 
    sum(c.table[2,]), conf.level = 0.95)

data:  

95 percent confidence interval:
 0.1450295 0.4050691

The 95% confidence interval is 0.1450 < out – in < 0.4050.

The score and the Agresti-Caffo intervals are very similar! 
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